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We offer a propensity score perspective to interpret and analyze the
marginal treatment effect (MTE). Specifically, we redefine MTE as the
expected treatment effect conditional on the propensity score and a la-
tent variable representing unobserved resistance to treatment. As with
the original MTE, the redefined MTE can be used as a building block
for constructing standard causal estimands.Theweights associatedwith
the new MTE, however, are simpler, more intuitive, and easier to com-
pute. Moreover, the redefined MTE immediately reveals treatment ef-
fect heterogeneity among individuals at the margin of treatment, en-
abling us to evaluate a wide range of policy effects.
I. Introduction
An essential feature common to all empirical social research is variabil-
ity across units of analysis. Individuals differ not only in background
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characteristics but also in how they respond to a particular treatment, in-
tervention, or stimulation.Moreover, individualsmay self-select into treat-
ment on the basis of their anticipated treatment effects in a way that is
not captured by observed covariates. This is likely when individuals (or
their agents) possess more knowledge than the researcher about their
gains (or losses) from treatment and act on it (Roy 1951; Björklund and
Moffitt 1987; Heckman and Vytlacil 2007a). To study heterogeneous treat-
ment effects in the presence of unobserved self-selection, Heckman and
Vytlacil (1999, 2001a, 2005, 2007b) have developed a structural approach
that builds on themarginal treatment effect (MTE). Under a latent index
model of treatment assignment, theMTE is defined as the expected treat-
ment effect given observed covariates and a latent variable representing
unobserved, individual-specific resistance to treatment. A wide range of
causal parameters, such as the average treatment effect (ATE) and the
treatment effect of the treated (TT), can be expressed as weighted aver-
ages ofMTE.Moreover,MTE can be used to evaluate ATEs for individuals
at themargin of indifference to treatment, thus allowing the researcher to
assess the efficacy of marginal policy changes (Carneiro, Heckman, and
Vytlacil 2010, 2011).
In the MTE framework, the latent index model ensures that all unob-

served determinants of treatment status are summarized by a single latent
variable and that the variation of treatment effect by this latent variable
captures all of the unobserved treatment effect heterogeneity that may
cause selection bias. Our basic intuition is that, under this model, treat-
ment effect heterogeneity that is consequential for selection bias occurs
only along two dimensions: (1) the observed probability of treatment
(i.e., the propensity score) and (2) the latent variable for unobserved re-
sistancetotreatment. Inotherwords,afterunobservedselectionis factored
in through the latent variable, the propensity score is the only dimension
along which treatment effect may be correlated with treatment status.
Therefore, to identify population- and subpopulation-level causal effects,
such as ATE and TT, it would be sufficient to model treatment effect as a
bivariate function of the propensity score and the latent variable. In this
paper, we show that such a bivariate function is not only analytically suf-
ficient but also crucial to the evaluation of policy effects.
Specifically, we redefine MTE as the expected treatment effect condi-

tional on the propensity score (instead of the entire vector of observed co-
variates) and the latent variable representing unobserved resistance to
treatment. This redefinition offers a novel perspective to interpret and an-
alyze MTE that supplements the current approach. First, although pro-
jected onto a unidimensional summary of covariates, the redefined MTE
is sufficient to capture all of the treatment effect heterogeneity that is con-
sequential for selection bias. Thus, as with the original MTE, it can also
be used as a building block for constructing standard causal parameters,
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such as ATE and TT. The weights associated with the new MTE, however,
are simpler, more intuitive, and easier to compute. Second, by discarding
treatment effect variation that is orthogonal to the two-dimensional space
spanned by the propensity score and the latent variable, the redefined
MTE is a bivariate function, easier to visualize than the original MTE. Fi-
nally, the redefined MTE immediately reveals treatment effect heteroge-
neity among individuals who are at the margin of treatment. As a result,
it can be used to evaluate a wide range of policy effects with little analyt-
ical twist and to design policy interventions that optimize the marginal
benefits of treatment. To facilitate practice, we also provide an Rpackage,
localIV, for estimating the redefined MTE as well as the original MTE via
local instrumental variables (LIVs; Zhou 2019).
Of course, this paper is not the first to characterize the selection prob-

lemusing thepropensity score. Since the seminal work of Rosenbaumand
Rubin (1983), propensity-score-based methods, such as matching, weight-
ing, and regression adjustment, have been amainstay strategy for drawing
causal inferences in the social sciences. In a series of papers, Heckman and
colleagues have established the key roles of the propensity score in a vari-
ety of econometric methods, including matching, control functions, in-
strumental variables (IVs), and the MTE approach (Heckman and Robb
1986; Heckman and Hotz 1989; Heckman and Navarro-Lozano 2004;
Heckman 2010). In the MTE approach, for example, incremental changes
in the propensity score serve as LIVs that identify theMTE at various values
of the unobserved resistance to treatment. Moreover, the weights with
which MTE can be aggregated up to standard causal parameters depend
solely on the conditional distribution of the propensity score given covar-
iates. In this paper, we show that the propensity score offers not only a tool
for identification but also a perspective from which we can better sum-
marize, interpret, and analyze treatment effect heterogeneity due to both
observed and unobserved characteristics.
II. MTEs: A Review
The MTE approach builds on the generalized Roy model for discrete
choices (Roy 1951; Heckman and Vytlacil 2007a). Consider two potential
outcomes, Y1 and Y0; a binary indicator for treatment status, D; and a vec-
tor of pretreatment covariates, X. The variable Y1 denotes the poten-
tial outcome if the individual were treated (D 5 1), and Y0 denotes the
potential outcome if the individual were not treated (D 5 0). We specify
the outcome equations as

Y0 5 m0 Xð Þ 1 e, (1)

Y1 5 m1 Xð Þ 1 e 1 h, (2)
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where m0ðX Þ 5 E½Y0jX �, m1ðX Þ 5 E½Y1jX �, the error term e captures all un-
observed factors that affect the baseline outcome (Y0), and the error
term h captures all unobserved factors that affect the treatment effect
(Y1 2 Y0). Treatment assignment is represented by a latent index model.
Let ID be a latent tendency for treatment, which depends on both ob-
served (Z ) and unobserved (V ) factors:

ID 5 mD Zð Þ 2 V, (3)

D 5 I ID > 0ð Þ, (4)

where mD(Z ) is an unspecified function and V is a latent random variable
representing unobserved, individual-specific resistance to treatment, as-
sumed to be continuous with a strictly increasing distribution function.
The Z vector includes all of the components of X, but it also includes IVs
that affect only the treatment status D. The key assumptions associated
with equations (1)–(4) are as follows:
Assumption 1 (Independence). ðe, h, V Þ are statistically indepen-

dent of Z given X.
Assumption 2 (Rank condition). mD(Z ) is a nontrivial function of Z

given X.
The latent index model characterized by equations (3) and (4), com-
bined with assumptions 1 and 2, is equivalent to the Imbens and Angrist
(1994) assumptions of independence andmonotonicity for the interpre-
tation of IV estimands as local ATEs (LATEs; Vytlacil 2002).
To define the MTE, it is best to rewrite the treatment assignment equa-

tions (3) and (4) as

D 5 I FV jX mD Zð Þð Þ 2 FV jX Vð Þ > 0ð Þ
5 I P Zð Þ 2 U > 0ð Þ,

(5)

where FV jX ð�Þ is the cumulative distribution function of V given X and
PðZÞ 5 PrðD 5 1jZÞ 5 FV jX ðmDðZÞÞ denotes the propensity score given
Z. The expression U 5 FV jX ðV Þ is the quantile of V given X, which by def-
inition follows a standard uniform distribution. From equation (5) we
can see that Z affects treatment status only through the propensity score
P(Z ). The MTE is defined as the expected treatment effect conditional
on pretreatment covariates X 5 x and the normalized latent variable
U 5 u:

MTE x, uð Þ 5 E Y1 2 Y0jX 5 x,U 5 u½ �
5 E m1 Xð Þ 2 m0 Xð Þ 1 hjX 5 x, U 5 u½ �
5 m1 xð Þ 2 m0 xð Þ 1 E hjX 5 x,U 5 u½ �:
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Since U is the quantile of V, the variation of MTEðx, uÞ over values of u
reflects how treatment effect varies with different quantiles of the unob-
served resistance to treatment.
Awiderangeofcausalparameters, suchasATEandTT,canbeexpressed

as weighted averages of MTEðx, uÞ. To obtain population-level causal ef-
fects, MTEðx, uÞ needs to be integrated twice, first over u given X 5 x and
then over x. The weights for integrating over u are detailed in Heckman,
Urzua, and Vytlacil (2006a). It bears noting that the estimation of weights
can be challenging in practice (except for theATE case), as it involves esti-
mating the conditional density of P(Z ) given X and the latter is usually a
high-dimensional vector.
Given assumptions 1 and 2, MTEðx, uÞ can be nonparametrically iden-

tified using themethod of LIVs.1 Specifically, for any ðx, uÞ within the sup-
port of the joint distribution of X and P(Z ), MTEðx, uÞ can be identified
as the partial derivative of E½Y jX 5 x, PðZÞ 5 p� with respect to p:

MTE x, uð Þ 5 ∂E Y jX 5 x, P Zð Þ 5 p½ �
∂p

�����
p5u

:

In practice, however, it is difficult to condition on X nonparametrically,
especially when X is high-dimensional. Therefore, in most empirical
work using LIV, it is assumed that ðX , ZÞ is jointly independent of ðe, h, V Þ
(e.g., Carneiro and Lee 2009; Carneiro et al. 2011; Maestas, Mullen, and
Strand 2013). Under this assumption, the MTE is additively separable in x
and u:

MTE x, uð Þ 5 m1 xð Þ 2 m0 xð Þ 1 E hjX 5 x, U 5 u½ �
5 m1 xð Þ 2 m0 xð Þ 1 E hjU 5 u½ �:

(6)

The additive separability not only simplifies estimation but also allows
MTEðx, uÞ to be identified over suppðX Þ � suppðPðZÞÞ (instead of
suppðX , P ðZÞÞ). The above equation also suggests a necessary and suffi-
cient condition for the MTE to be additively separable:
Assumption 3 (Additive separability). E½hjX 5 x, U 5 u� does not de-

pend on x.
This assumption is implied by (but does not imply) the full indepen-

dence between ðX , ZÞ and ðe, h, V Þ (for a similar discussion, see Brinch
et al. [2017]).
In most applied work, the conditional means of Y0 and Y1 given X are

further specified as linear in parameters: m0ðX Þ 5 bT
0X and m1ðX Þ 5 bT

1X .
In this case, E½Y jX 5 x, PðZ Þ 5 p� can be written as
1 An alternative method to nonparametrically identify the MTE is based on separate
estimation of E½Y jP ðZ Þ, X , D 5 0� and E½Y jP ðZ Þ, X , D 5 1� (see Heckman and Vytlacil
2007b; Brinch, Mogstad, and Wiswall 2017).
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E Y jX 5 x, P Zð Þ 5 p½ � 5 bT
0 x 1 b1 2 b0ð ÞT xp 1

ðp

0

E hjU 5 u½ � du|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
K pð Þ

,

where K(p) can be estimated either nonparametrically or with some func-
tional form restrictions.2 The MTE is then estimated as

dMTE x, uð Þ 5 b̂1 2 b̂0

� �T
x 1 K̂ 0 uð Þ, (7)

where K 0ðuÞ is the derivative of K(p) evaluated at u. Heckman et al. (2006)
provide a detailed discussion of different estimation methods.
III. A Redefinition of MTE
Under the generalized Roy model, a single latent variable U not only
summarizes all unobserved determinants of treatment status but also
captures all the treatment effect heterogeneity by unobserved character-
istics that may cause selection bias. In fact, the latent index structure im-
plies that all the treatment effect heterogeneity that is consequential for
selection bias occurs along only two dimensions: (1) the propensity score
P(Z ) and (2) the latent variable U representing unobserved resistance to
treatment. This is directly reflected in equation (5): a person is treated if
and only if her propensity score exceeds her (realized) latent resistance
u. Therefore, given both P(Z ) and U, treatment status D is fixed (either 0
or 1) and thus independent of treatment effect:

Y1 2 Y0 ╨ DjP Zð Þ, U:
Thus, to characterize selection bias, it is sufficient to model treatment ef-
fect as a bivariate function of the propensity score and the latent variable
U. We redefine MTE as the expected treatment effect given P(Z ) and U:

gMTE p, uð Þ ≜ E Y1 2 Y0jP Zð Þ 5 p, U 5 u½ �:
Compared with the originalMTE, gMTEðp, uÞ is a more parsimonious rep-
resentation of all the treatment effect heterogeneity that is relevant for se-
lection bias. Moreover, by discarding treatment effect variation that is or-
thogonal to the two-dimensional space spanned by P(Z ) and U, gMTEðp,
uÞ is a bivariate function, easier to visualize than MTEðx, uÞ.
As with MTEðx, uÞ, gMTEðp, uÞ can also be used as a building block for

constructing standard causal parameters, such as ATE and TT. However,
compared with the weights on MTEðx, uÞ, the weights on gMTEðp, uÞ are
2 When the analysis is conditional on X and the instruments ZnX are discrete, P(Z ) can
take only a finite number of values. In this case, functional form restrictions have to be im-
posed on P(Z ). See Brinch et al. (2017).
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simpler, more intuitive, and easier to compute. The weights for ATE, TT,
and treatment effect of the untreated (TUT) are shown in the first three
rows of table 1.3 To construct ATE(p), we simply integrate gMTEðp, uÞ
against the marginal distribution of U—a standard uniform distribution.
To construct TT(p), we integrate gMTEðp, uÞ against the truncated distri-
bution of U given U < p. Similarly, to construct TUT(p), we integrategMTEðp, uÞ against the truncated distribution of U given U ⩾ p. To obtain
population-level ATE, TT, and TUT, we further integrate ATE(p), TT(p),
and TUT(p) against appropriate marginal distributions of P(Z ). For ex-
ample, to construct TT, we integrate TT(p) against the marginal distribu-
tion of the propensity score among treated units.
IV. Identification and Estimation of gMTEðp, uÞ

As with MTEðx, uÞ, the regions over which gMTEðp, uÞ is identified depend
on whether assumption 3 (additive separability) is invoked.4 Let us first
look at the case without additive separability. From assumption 1, we know
that U ╨ PðZ ÞjX . Since U follows a standard uniform distribution for
each X 5 x, we also have U ╨ X . By the rules of conditional indepen-
dence, we have U ╨ X jPðZ Þ. Using this fact and the law of total expecta-
tion, we can write gMTEðp, uÞ as
gMTE p, uð Þ 5 EX jP Zð Þ5p,U5uE Y1 2 Y0jP Zð Þ 5 p, U 5 u, X½ �

5 EX jP Zð Þ5pE m1 Xð Þ 2 m0 Xð Þ 1 hjP Zð Þ 5 p,U 5 u, X½ �
5 EX jP Zð Þ5pE ½ m1 Xð Þ 2 m0 Xð Þ 1 h U 5 u, Xj � 

because  h,Uð Þ╨ P Zð Þð jX Þ
5 EX jP Zð Þ5pMTE X , uð Þ:

(8)

Thus, gMTEðp, uÞ is no more than the conditional expectation of MTEðx,
uÞ given PðZÞ 5 p. As discussed above, with assumptions 1 and 2,MTEðx,
uÞ is identified over the support of the joint distribution of X and P(Z).
Thus, for a given u, MTEðx, uÞ is identified if and only if x ∈ suppðX j
PðZÞ 5 uÞ. Yet to evaluate gMTEðp, uÞ from equation (8), we need to know
MTEðx, uÞ for all x ∈ suppðX jP ðZ Þ 5 pÞ. Therefore, for a given ðp, uÞ pair,
we can identify gMTEðp, uÞ if suppðX jPðZÞ 5 pÞ⊆ suppðX jP ðZÞ 5 uÞ.
For general p ≠ u, this condition can be quite restrictive. However, for
3 When PðZÞ 5 p is treated as a random variable, weights of the same form as in table 1
can be used to construct population-level causal parameters directly from MTEðx, uÞ (see
Mogstad, Santos, and Torgovitsky 2017).

4 We thank an anonymous reviewer for suggesting the identification conditions forgMTEðp, uÞ.
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the particular case in which p 5 u, this condition is trivially satisfied.
Thus, for any p ∈ suppðPðZÞÞ, gMTEðp, pÞ can be identified as

gMTE p, pð Þ 5 EX jP Zð Þ5p

∂E Y jX , P Zð Þ 5 p½ �
∂p

,

which is a univariate function of p that reflects the effects of treatment
among individuals who are at the margin of indifference to treatment.
As we will see, it plays a prominent role in the evaluation of policy effects.
When assumption 3 is invoked (as in most empirical work with MTE),

MTEðx, uÞ is identified for any ðx, uÞ ∈ suppðX Þ � suppðPðZÞÞ. That is,
for each u ∈ suppðPðZ ÞÞ, MTEðx, uÞ is identified over the marginal sup-
port of X. Thus, for any ðp, uÞ ∈ suppðP ðZÞÞ � suppðPðZÞÞ, we can iden-
tify gMTEðp, uÞ through equation (8). Since MTEðx, uÞ can now be parti-
tioned into a function of x and a function of u, evaluation of equation (8)
will be straightforward. For example, when m0ðX Þ and m1ðX Þ are specified
as linear in parameters, MTEðx, uÞ can be estimated as equation (7). To
obtain estimates of gMTEðp, uÞ, we need only one more step: fit a nonpara-
metric curve of ðb̂1 2 b̂0ÞT x with respect to p̂ (e.g., using a local linear re-
gression) and combine it with existing estimates of K 0ðuÞ.
V. Policy-Relevant Causal Effects
The redefined MTE can be used not only to construct standard causal
parameters but also, in the context of program evaluation, to draw impli-
cations for the ways in which the program should be revised in the future.
To predict the impact of an expansion (or a contraction) in program
participation, one needs to examine treatment effects for those individ-
uals who would be affected by such an expansion (or contraction). To for-
malize this idea, Heckman and Vytlacil (2001b, 2005) define the policy-
relevant treatment effect (PRTE) as the mean effect of moving from a
baseline policy to an alternative policy per net person shifted into treat-
ment; that is,
TABLE 1
Weights for Constructing ATE, TT, TUT, PRTE,

and MPRTE from gMTEðp, uÞ
Quantity of Interest Weight

ATE(p) hATEðp, uÞ 5 1
TT(p) hTTðp, uÞ 5 1ðu < pÞ=p
TUT(p) hTUTðp, uÞ 5 1ðu ⩾ pÞ=1 2 p
PRTE(p, l(p)) hPRTEðp, uÞ 5 1ðp ⩽ u < p 1 lðpÞÞ=lðpÞ
MPRTE(p) hMPRTEðp, uÞ 5 dðu 2 pÞ

Note.—d(⋅) is the Dirac delta function.
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PRTE ≜
E Y Alternative Policyj Þ 2 E Yð jBaseline Policyð Þ
E D Alternative Policyj Þ 2 E Dð jBaseline Policyð Þ :

They further show that under the generalized Roy model, the PRTE de-
pends on a policy change only through its impacts on the distribution of
the propensity score P(Z). Specifically, conditional on X 5 x, the PRTE
can be written as a weighted average of MTEðx, uÞ, where the weights de-
pend only on the distribution of P(Z ) before and after the policy change.
Within this framework, Carneiro et al. (2010) further define themarginal
PRTE (MPRTE) as a directional limit of the PRTE as the alternative policy
converges to the baseline policy. Denoting by F(⋅) the cumulative distri-
bution function of P(Z ), they consider a set of alternative policies in-
dexed by a scalar a, fFa : a ∈ Rg such that F0 corresponds to the baseline
policy. The MPRTE is defined as

MPRTE 5 lim
a→ 0

PRTE Fað Þ:

We follow their approach to analyzing policy effects but without con-
ditioning on X. While Carneiro et al. (2010) assume that the effects of all
policy changes are through shifts in the conditional distribution of P(Z )
given X, we focus on policy changes that shift the marginal distribution
of P(Z ) directly. In other words, we consider policy interventions that in-
corporateindividual-leveltreatmenteffectheterogeneitybyvaluesofP(Z ),
whether their differences in P(Z ) are determined by their baseline char-
acteristics X or the IVs ZnX . In a companion paper (Zhou and Xie, forth-
coming), we provide a more detailed comparison between these two
approaches.
Specifically, let us consider a class of policy changes under which the

ith individual’s propensity of treatment is boosted by l(pi) (in a way that
does not change her treatment effect), where pi denotes her propensity
score P(zi) and l(⋅) is a positive, real-valued function such that p 1 lðpÞ ≤
1 for all p ∈ ½0, 1Þ. Thus, the policy change nudges everyone in the same
direction, and two persons with the same baseline probability of treatment
share an inducement of the same size. For such a policy change, the PRTE
given PðZÞ 5 p < 1 and l(p) becomes

PRTE p, l pð Þð Þ 5 E Y1 2 Y0jp Zð Þ 5 p, p ⩽U < p 1 l pð Þ½ �:
As with standard causal parameters, PRTEðp, lðpÞÞ can be expressed as a
weighted average of gMTEðp, uÞ:

PRTE p, l pð Þð Þ 5 1

l pð Þ
ðp1l pð Þ

p

gMTE p, uð Þ du:

Here the weight on u is constant (i.e., 1=lðpÞ) within the interval of ½p,
p 1 lðpÞÞ and zero elsewhere.
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To examine the effects of marginal policy changes, let us consider a se-
quence of policy changes indexed by a real-valued scalar a. Given PðZÞ 5
p, we define the MPRTE as the limit of PRTEðp, alðpÞÞ as a approaches
zero:

MPRTE pð Þ 5 lim
a→ 0

PRTE p, al pð Þð Þ

5 E Y1 2 Y0jp Zð Þ 5 p,U 5 pð Þ
5 gMTE p, pð Þ:

Hence, we have established a direct link betweenMPRTE(p) and gMTEðp,
uÞ: at each level of the propensity score, the MPRTE is simply the gMTE at
the margin where u 5 p. As shown in the last row of table 1, MPRTE(p)
can also be expressed as a weighted average of gMTEðp, uÞ using the Dirac
delta function. This quantity, as noted in the previous section, can be
nonparametrically identified even without the assumption of additive
separability.
The relationships between ATE, TT, TUT, and MPRTE are graphically

illustrated in figure 1. Figure 1A shows a shaded gray plot of gMTEðp, uÞ
for heterogeneous treatment effects in a hypothetical setup. In this plot,
both the propensity score p and the latent resistance u (both ranging from
0 to 1) are divided into 10 equally spaced strata, yielding 100 grids, and
a darker grid indicates a higher treatment effect. The advantage of such
a shaded gray plot is that we can use subsets of the 100 grids to represent
meaningful subpopulations. For example, we present the grids for treated
units in figure 1B, untreated units in figure 1C, and marginal units in fig-
ure 1D. Thus, evaluating ATE, TT, TUT, and MPRTE simply means tak-
ing weighted averages of gMTEðp, uÞ over the corresponding subsets of grids.
VI. Treatment Effect Heterogeneity
among Marginal Entrants
For policy makers, a key question of interest would be how MPRTE(p)
varies with the propensity score p. To gain some intuition, let us consider
the functional structure of MPRTE(p) under the assumption of additive
separability. Substituting equation (6) into equation (8), we can see that
MPRTE(p) consists of two components:

MPRTE pð Þ 5 E m1 Xð Þ 2 m0 Xð Þ P Zð Þ 5 pj � 1 E hð jU 5 p½ Þ½ �: (9)

The first component reflects treatment effect heterogeneity by the pro-
pensity score, and the second component reflects treatment effect het-
erogeneity by the latent resistance U. Among marginal entrants, P(Z ) is
equal to U so that these two components fall on the same dimension.



3080 journal of political economy
To see how the two components combine to shape MPRTE(p), let us
revisit the classic example on the economic returns to college. In the la-
bor economics literature, a negative association has often been found be-
tween h andU, suggesting a pattern of “positive selection”; that is, individ-
uals who benefit more from college are more motivated than their peers
to attend college (e.g.,Willis andRosen 1979; Blundell, Dearden, and Sia-
nesi 2005; Moffitt 2008; Carneiro et al. 2011; Heckman, Humphries, and
Veramendi 2016). In this case, the second component of equation (9)
would be a decreasing function of p. On the other hand, the literature
has not paidmuch attention to the first component, concerning whether
individuals who by observed characteristics are more likely to attend col-
lege also benefit more from college. A number of observational studies
have suggested that nontraditional students, such as racial and ethnic mi-
norities or students from less educated families, experience higher re-
turns to college than traditional students, although interpretation of such
findings remains controversial because of potential unobserved selection
FIG. 1.—Illustration of treatment effect heterogeneity by propensity score P(Z) and la-
tent variable U. A darker color indicates a higher treatment effect.
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biases (e.g., Bowen and Bok 1998; Attewell and Lavin 2007; Maurin and
McNally 2008; Brand and Xie 2010; Dale and Krueger 2011). However, if
the downward slope in the second component were sufficiently strong,
MPRTE(p) would also decline with p. In this case, we would paradoxically
observe a pattern of “negative selection”: among students who are at the
margin of attending college, those whoby observed characteristics are less
likely to attend college would actually benefit more from college.
To better understand the paradoxical implication of self-selection, let

us revisit figure 1. From figure 1A, we can see that in the hypothetical
data, treatment effect declines with u at each level of the propensity score,
suggesting an unobserved self-selection. In other words, individuals may
have self-selected into treatment on the basis of their anticipated gains.
On the other hand, at each level of the latent variable u, treatment effect
increases with the propensity score, indicating that individuals who by ob-
served characteristics are more likely to be treated also benefit more from
the treatment. This relationship, however, is reversed among the marginal
entrants. As shown in figure 1D, among the marginal entrants, those who
appear less likely to be treated (bottom left grids) have higher treatment
effects. This pattern of negative selection at the margin, interestingly, is
exactly due to an unobserved positive selection into treatment.
VII. Policy as a Weighting Problem
In Section V, we used l(p) to denote the increment in treatment prob-
ability at each level of the propensity score p. Since MPRTE(p) is defined
as the pointwise limit of PRTEðp, alðpÞÞ as a approaches zero, the math-
ematical form of l(p) does not affectMPRTE(p). However, in deriving the
population-level (i.e., unconditional) MPRTE, we need to use l(p) as the
appropriate weight. To see this, let us consider the overall PRTE for a given
a. Since the size of inducement al(p) reflects the share of individuals
who are induced into treatment (“compliers”) given P ðZÞ 5 p, the overall
PRTE is a weighted average of PRTEðp, alðpÞÞ with weights al(p):

PRTEa 5

ð1

0

al pð ÞPRTE p, al pð Þð Þ dFP pð Þð1

0

al pð Þ dFP pð Þ

5

ð1

0

l pð ÞPRTE p, al pð Þð Þ dFP pð Þð1

0

l pð Þ dFP pð Þ
,

where FP(⋅) denotes the marginal distribution function of the propensity
score. We then define the population-level MPRTE as the limit of PRTEa
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as a approaches zero. Under some regularity conditions,5 we can take the
limit inside the integral:

MPRTE 5 lim
a→ 0

PRTEa

5

ð1

0

l pð Þlima→ 0PRTE p, al pð Þð Þ dFP pð Þð1

0

l pð Þ dFP pð Þ

5

ð1

0

l pð ÞMPRTE pð Þ dFP pð Þð1

0

l pð Þ dFP pð Þ
:

Thus, given the estimates of MPRTE(p), a policy maker may apply the
above formula to design an expression for l(⋅) to boost the population-
levelMPRTE. For example, if it were found that themarginal return to col-
lege declines with the propensity score p, a college expansion targeted at
students with lower values of p (say, ameans-tested financial aid program)
would be more effective overall than a uniform expansion of college at-
tendance in the population (Zhou and Xie, forthcoming).6

In practice, for a given policy l(p), we can evaluate the above integral
directly from sample data, using

MPRTE ≈
oi

MPRTE p̂ið Þl p̂ið Þ
oi

l p̂ið Þ ,

where p̂i is the estimated propensity score for unit i in the sample. When
the sample is not representative of the population by itself, sampling
weights need to be incorporated in these summations.
VIII. Conclusion
Through a redefinition of MTE using the propensity score, we presented
a new perspective to interpret and analyze heterogeneous treatment ef-
fects in the presence of unobserved selection. The redefined MTE treats
observed and unobserved selection symmetrically and parsimoniously
5 A sufficient (but not necessary) condition is that gMTEðp, uÞ is bounded over ½0, 1��
½0, 1�. By the mean value theorem, PRTEðp, alðpÞÞ can be written as gMTEðp, p*Þ, where
p* ∈ ½p, p 1 alðpÞ�. Thus, PRTEðp, alðpÞÞ is also bounded. By the dominated convergence
theorem, the limit can be taken inside the integral.

6 Admittedly, the discussion here provides no more than a theoretical guide to practice.
In the real world, designing specific policy instruments to produce a target form of l(p)
can be a challenging task.
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summarizes all of the treatment effect heterogeneity that is relevant for
selection bias. As with the original MTE, the redefined MTE can serve as
a building block for evaluating aggregate causal effects. Yet the weights
associated with the new MTE are simpler, more intuitive, and easier to
compute. Finally, the newMTE immediately reveals treatment effect het-
erogeneity among individuals who are at the margin of treatment, thus
enabling us to design more cost-effective policy interventions.
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